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’m totally exhausted. It seems like every day there is a new story about 

the ubiquitous nature of GenAI in our lives, culture, and educational 

spaces. Honestly, I’ve given up trying to stay ahead of the wave of AI 

information. This is not a Luddite response to an emerging technology or a 

“head-in-the-sand” reaction in the hopes that the AI monster will eventually 

go away; instead, I’m making an informed choice to refuse the AI creep that 

seems to lurk around every corner. I believe that there is a way to 

acknowledge the presence of GenAI tools without abdicating my pedagogi-

cal ethos and responsibility as a composition instructor to “do no harm” to 

my students and their humanity. In fact, my argument here is that my re-

fusal of GenAI in my freshman composition courses stands as my best at-

tempt to protect my students’ humanity.  

 What you are about to read is a pedagogical claim from just a simple 

person (an educational hack) who possesses a strong tolerance for failure 

and imperfection. Even though I’ve just completed my twenty-fifth year of 

teaching full-time at the community college level, I’m still living in fear of 

being discovered as a fraud, that some administrator will inform me of my 

dismissal from the institution on the grounds of educational incompetence. 

The imposter syndrome is real, my friends. I say this not as an “aw, shucks!” 

disclaimer—but you should know where my argument is based, from the 

location it emerges, so that you maintain the freedom to reject it. This is a 

personal, subjective experience, one that demonstrates the messiness of 

teaching and learning. 

 There is so much to say about my resistance to GenAI and the ethical 

dilemmas upon which it’s based. My reasons for refusal are many—so let me 

summarize them quickly before moving on to my pedagogical approach to 

refuse GenAI. For me, it must be rejected based on three ethical principles: 

(1) it’s trained on plagiarized intellectual property in violation of copyright 

rules without any compensation/acknowledgement of those who own that 

property1; (2) it’s extractive of the environment with the use of water2 and 

electricity for operational purposes which leads to harmful effects for largely 

underrepresented communities3 (a full-on environmental racism); and (3) 

it’s exploitive of human labor, especially of those representing the global 

I 
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majority.4 It always cracks me up when I see webinars or presentations ad-

vertised with something about “The Ethical Use of AI” for teachers and stu-

dents. (Spoiler Alert: there is no ethical use of AI!) Unfortunately, these 

well-intentioned events often focus on the wrong ethics (or equity, or em-

powerment), serving as the mouthpiece or hype-men for the mission of tech 

companies selling the urgency of GenAI tools that supposedly will trans-

form teaching and learning.5 The tech bros have created what I call “the ca-

pitulation to the lie of inevitability,” that if we aren’t using GenAI tools in 

our classrooms, we’re somehow not meeting students “where they are,” or 

worse, that we are doing a disservice to our students who apparently will 

need AI skills to make it in the employment world someday. The myth here 

is: “Since GenAI is everywhere nowadays, attention must be paid.” I ain’t 

buying it. Like the lies and bullshit (I refuse to call them “hallucinations”) 

conjured up by Large Language Models, this fabricated fear of missing out 

(FOMO) deserves to be rejected outright. It is disappointing how gullible 

many of us in educational spaces can be when some new technology prom-

ises the world6—that their product will magically transform our learning 

spaces (as long as we pay them the requisite amount for a site license!). An-

yone remember the MOOC craze that was supposed to transform online 

learning and democratize higher education?! 

 It serves to mention that my contention lies specifically with AI tools 

that generate content—writing, images, audio, video, etc. There may be rea-

sonable arguments for machine (or deep) learning AI that can perform won-

derful scientific tasks7 or burn through reams of data while performing al-

gorithmic mathematics at lightning speed. These tools have been around for 

some time and have remained in their respective lanes, proving their use-

fulness via human management. Unfortunately, the newest iterations of 

AI—those launched from LLMs—are where I believe the wheels have begun 

to fall off, mainly because the human has been unceremoniously booted out 

of the loop! 

 So, the above discussion serves as the foundation for my AI refusal. 

Now what? How do I introduce and justify this refusal to my freshman com-

position students? How do we agree as a learning community to reject 

GenAI tools in our writing? More importantly, how can I motivate my stu-

dents to depend on their authentic (often messy) human writing voices, to 

de-incentivize them from simply co-opting their writing to the plagiarism 

machine or their precious critical thinking to an algorithm?  

 Here are some simple pedagogical moves that have been working for 

me: 
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1. Being transparent with a clear AI policy. There is something 

meaningful in inviting students to “look under the hood” of a typical 

LLM8 to obtain the knowledge of what’s actually happening with 

GenAI tools. It’s amazing how many of my students admit that they 

had absolutely no idea of the environmental implications of prompt-

ing a LLM, or of how AI companies prey on/exploit workers in the 

Global South to identify and filter out toxic content in their products, 

offering compensation that is far from a living wage. As the saying 

goes: When we know better, we do better. And a side benefit is that 

students find a kind of freedom (based in social justice) in removing 

themselves as potential perpetrators of such harm.  

2. Establishing an assessment approach that elevates the pro-

cess over the product. Since 2010, I’ve been using some version 

of ungrading,9 presently arriving at a labor-reflex model that empha-

sizes my students’ ability to reflect upon and self-assess their learn-

ing growth. Without the threat of grade-based judgments, students 

are free to explore their humanity through the written word, to speak 

with a voice that is all their own. In fact, in my previous attempts to 

employ AI-based feedback tools (before my conversion to all-out AI 

resistance), my students often cited frustration over the AI-gener-

ated feedback that often encouraged the abandonment of their hu-

man voice for a machine-like automated slop that did not sound like 

them. They were certainly on to something! The LLM output is a 

plausible replication of human language—often perfect in grammat-

ical form and structure, yet with no humanity behind it. I’ve learned 

that we assess what we value; if I value a “standard” form of English 

writing and grade against it, then it would be fully understandable if 

students depend on GenAI tools to create the academic voice that 

meets the standard. There is a certain inevitability here where stu-

dents play the “game of school” because that is what their environ-

ment entails. As John Warner argues, “Students are the products of 

what they’ve been rewarded for doing inside the system,” a system 

that permits (and, I would argue, encourages) “academic cosplay to 

substitute for learning.”10 In my AI policy, I remind students that so 

much in academic writing emphasizes “sounding” correct or intelli-

gent, which is another way of demeaning the multiple/diverse gram-

mars that students bring to their writing in favor of a white, privi-

leged use of language.11 However, when we elevate the process—the 

thinking, the planning, the creativity essential to produce a written 

https://medium.com/@dbuckedu/policy-for-ai-usage-in-engl-121-efa62fd608e5
https://medium.com/@dbuckedu/policy-for-ai-usage-in-engl-121-efa62fd608e5
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product—students are free to make mistakes, to engage in the “fric-

tion” that produces growth in their learning/writing. We do this 

largely without grades. 

3. Providing ways for students to demonstrate their 

knowledge. One thing that grates my nerves about GenAI tools is 

the often-repeated statement: “I asked ChatGPT . . .” As if this tool is 

the oracle of all human knowledge! What bothers me most about this 

reliance on technology for information/knowledge is that it creates a 

false assumption in students that they come to the course with noth-

ing to offer, that they are simply empty vessels to be filled with the 

expertise of the instructor. In fact, they often enter my courses with-

out ever having been asked about their expertise. But when I intro-

duce blog prompts that rely on their internal knowledge about them-

selves or the external worlds they inhabit, it’s as if the lights come on. 

This is when their writing becomes most animated, most human! 

Having students employ agency to contribute to the good of our 

learning community is the true empowerment I’m after. When AI 

companies promise educators a frictionless learning environment 

where equity/access is ensured, they are actually pushing a human-

less future. (Forget about maintaining “the human in the loop”!) 

When we focus our writing on ideas for which we have a passion/ex-

pertise or that resonate with us on a human level, we do not need to 

ask ChatGPT—we are motivated to assume the role of knowledge-

makers. Warner sums this up well: “More importantly, when stu-

dents are asked to share their knowledge and insights with the world, 

and those insights are given value, they will turn away from the bull-

shit”12 produced by GenAI tools. 

4. Exchanging a community-based agreement to avoid GenAI 

and the surveillance-based “cop shit” promised by AI de-

tectors (which is another way for tech companies to monetize learn-

ing). As I write this, I’ve just learned that the company that owns the 

learning management system my college uses has signed an agree-

ment with OpenAI (the company that owns ChatGPT) to implement 

AI-infused tools into the LMS.13 Ugh! So now my concerns have been 

expanded from simply the fears of having my students’ data ex-

tracted and monetized in the LMS to now having to worry about their 

intellectual property being scooped up by OpenAI and perhaps used 

to train its future versions of ChatGPT. The fight seems endless, and 

there is only so much one instructor can do, so I focus my efforts on 

creating the learning conditions that honor my students’ integrity. I 

tell them I trust them fully—a compassionate trust that reflects our 
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learning community and is woven into everything that we do to-

gether in the course. I aim to create a practical demonstration of 

Jesse Stommel’s hopeful description of a trusting relationship be-

tween the instructor and student: “Learning is always a risk. It 

means, quite literally, opening ourselves to new ideas, new ways of 

thinking. It means challenging ourselves to engage the world differ-

ently. It means taking a leap, which is always done better from a 

sturdy foundation. This foundation depends on trust — trust that the 

ground will not give way beneath us, trust for teachers, and trust for 

our fellow learners in a learning community.”14 One practical way I 

encourage this reciprocity of trust is by creating “Completion State-

ment” Surveys that students complete when they submit a blog post-

ing assignment. One of the statements that students must mark 

“True” or “False” is the following: I have NOT used any GenAI 

tool (ex: ChatGPT, Claude, Gemini, Grammarly, Copilot, 

etc.) to generate content in my blog posting. My blog post-

ing submission complies with Professor Buck’s      Policy 

for AI Usage in ENGL-121. My blog posting is 100% my 

wording and sentence structure (warts and all!). This en-

sures that I am interested in developing my unique writ-

ing voice. My focus is not on being perfect but on growing 

and improving within my writing practice. In my official AI 

Policy, I emphasize an assessment conversation that will take place 

if I feel like a student has used GenAI within their blog posting; how-

ever, I make sure that I characterize this interaction not as punitive 

or surveillance-based (e.g., the “cop shit” I want to avoid) but as a 

way for the student and I to understand (and ascertain) the reasons 

for the AI use. On the whole, these Completion Statements serve as 

pedagogical “nudges” that reinforce our learning agreement to en-

gage in the messiness that is writing development, to engage in a re-

ciprocal trust that our work will be human-based rather than some 

slop produced by a language simulator! When students make this 

commitment, they are investing in themselves.  

 

That’s it. Those are the four main approaches I’m using to create a practical 

learning environment that eschews the use of GenAI and its attending 

harms. Are they perfect? No. Could students use AI without my knowledge? 

Yes. Will some students still approach my course as simply a “stepping 

stone” to overcome or a “hoop” to jump through on their way to a degree? 

Sure—we’re talking about humans here! However, I can attest that the ma-

jority of my writing students (mostly online FYC students!) enter genuinely 
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into this human endeavor to see writing as a product of thinking, not as a 

transactional skill engineered by some computer algorithm. There is a free-

dom to explore meaningful learning without the ranking/sorting of tradi-

tional grades or the bullying nature of GenAI’s FOMO. By the way, they also 

receive my promise that the feedback I provide will be my own, emerging 

from a human who is engaging with their writing (and by extension, their 

thinking). They know that I genuinely want to read what they have to say, 

that my teaching joy emerges from observing the exercise of their writing 

voices.  Joshua R. Eyler argues, “Feedback, not grades, is the driver of in-

trinsic motivation, since it is nonthreatening and typically focused on indi-

vidual improvement. The fact that grades also dampen our students’ ability 

to be creative and increase their anxiety about failure further diminishes the 

role grades should be playing in our learning environments.”15 Our trust is 

truly reciprocal when the focus is on learning growth, not standardized per-

formance. 

 I can’t imagine the humanless cycle where an instructor creates an 

assignment using AI, the students complete the assignment using AI, and 

then the instructor uses AI to assess the student submissions. This is cer-

tainly not a world I want to inhabit, let alone teach in. Audrey Watters pro-

vides an excellent description of this dystopian setting for reading and writ-

ing: “Why write if only a robot will read it; and why read if a robot has writ-

ten it? . . . There’s a real thoughtlessness in all of this—not just the emptiness 

in the intellectual endeavor of robot-authorship, but a lack of consideration 

for audience, for community, for the reciprocal relationship of writer and 

reader.”16 If I genuinely hold the belief that writing is an embodied action 

full of human expression, then refusing GenAI is the only way to protect my 

students’ humanity.  
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